?(v Journal of Advanced Biomedical Sciences
)

,) https://jabs.fums.ac.ir/
Journal of Advanced Online ISSN: 2783-1523
Biomedical Sciences

Fasa University of
Medical Sciences

Cognitive Hybridization: Redefining Human Identity at the Interface of Neuroscience
and Artificial Intelligence: A Narrative Review

Seyed Mahmoud Tabatabaei'®=, Sanaz Khalili?

1. Department of Medical Physiology, TaMS.C., Islamic Azad University, Tabriz, [ran
2. Department of Psychology, Mizan University, Tabriz, [ran

/\ )

. Background & Objective: The convergence of human cognition and artificial intelligence
Article Type: : . S . . .. .
. i (AD) is reshaping cognitive identity and challenging traditional understandings of
Review Article consciousness, agency, and selfhood. This narrative review introduces a conceptual
three-stage model of cognitive hybridization, comprising Simulation, Integration, and
Article history: Co-Evolution, to examine the dynamics of human-Al interaction and its neuroethical
Received implications.
22 Aug 2025 Materials & Methods: Interdisciplinary evidence from cognitive neuroscience, Al
Received in revised form research, and neuroethics was synthesized by drawing on studies published between 2000
and 2025 in PubMed, Scopus, and Web of Science. The review focused on brain-computer
10 Oct 2025 interfaces (BCls), mechanisms of neural plasticity, and the cognitive capacities of large
Accepted language models (LLMs).
14 Oct 2025 Results: In the Simulation stage, LLMs replicate selected cognitive operations such as
Published online language processing, although they lack any biological substrates, including hippocampal
10 Dec 2025 encoding and network-level neural dynamics. The Integration stage involves reciprocal
interactions between the brain and Al, where BCls facilitate emergent forms of shared
agency mediated through cortical and basal ganglia pathways. The Co-Evolution stage
reflects bidirectional adaptive processes that gradually reshape cognitive functions across
both developing and aging brains. Key neuroethical considerations include autonomy,
cognitive justice, and the protection of neural data and cognitive privacy.
Conclusion: This model highlights the urgent need for updated theoretical and ethical
frameworks that can guide human-Al co-evolution and promote equitable and safe
. cognitive enhancement. The proposed framework offers a structured foundation for future
Publisher interdisciplinary inquiry in neuroethics and cognitive augmentation.
Fasa University of Keywords: Cognitive identity, Cognitive hybridization, Human-Al interaction,
Medical Sciences

\Neuroethlcs, Shared agency Y,

Cite this article: Tabatabaei SM, Khalili S. Cognitive Hybridization: Redefining Human Identity at the Interface
of Neuroscience and Artificial Intelligence: A Narrative Review. J Adv Biomed Sci. 2026; 16(1): 17-25.
DOI: 10.18502/jabs.v16i1.20125

[ Downloaded from jabs.fums.ac.ir on 2026-01-31 ]

[ DOI: 10.18502/jabs v16i1.20125 |

Introduction

The twenty-first century marks a pivotal
turning point in the evolution of human cognition
and identity. The classical boundaries between
biological intelligence and artificial intelligence
(AI) are increasingly blurred, challenging long-
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standing assumptions about consciousness,
agency, and personhood (1). This convergence,
which I term the Fourth Wave, extends Toffler’s
sociocultural model by directing attention to
neurocognitive transformation through the
integration of biological and artificial systems, in
contrast to the social and economic emphases of
the Third Wave (2—4). Historically, conceptions
of human identity have centered on subjectivity,
embodiment, and rational agency, from
Descartes’ cogito to Kant’s moral philosophy.
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In cognitive neuroscience, identity has been
operationalized via neural processes such as
memory encoding, executive control, and the
integration of large-scale brain networks (5, 6).
Contemporary Al systems increasingly simulate
aspects of these processes; for example, large
language models (LLMs) approximate facets
of linguistic comprehension and inferential
reasoning while lacking neurobiological
substrates such as hippocampal-dependent
memory consolidation and the dynamic
regulatory functions of prefrontal cortical
circuitry (7, 8). Neurotechnologies, including
brain—computer interfaces (BCls) and
neuroprosthetics, further this convergence by
establishing bidirectional 1oops between neural
circuits and computational systems (9—11).

Empirical evidence from neuroscience
indicates substantial neural plasticity when
the human brain interacts with cognitive
prostheses and artificial devices. Longitudinal
BCI studies, for example, document cortical
remapping and functional reorganization
within sensorimotor and associative regions
following sustained device use (12—14). Such
findings lend neurobiological credence to
extended-mind hypotheses, which propose that
external artifacts may become functionally
incorporated into cognition (15). Nonetheless,
the notion of shared agency, understood as the
distributed control exercised jointly by human
and artificial systems, remains under-specified.
Clear operationalization is required, including
identification of neurobiological markers such
as sensorimotor coupling, prediction-error
dynamics, and reinforcement-learning signatures
within cortico-basal ganglia loops (16, 17).

To address these lacunae, we propose a
three-stage model of cognitive hybridization—
Simulation, Integration,and Co-Evolution. Rather
than conceiving identity as a static attribute,
this framework reconceptualizes identity as a
dynamic, multi-layered, and adaptive process
shaped continuously by human—Al interaction

18

Fasa University of
Medical Sciences

(18). By integrating insights from neuroscience,
the philosophy of mind, and neuroethics, the
Fourth Wave model offers a systematic lens
through which to examine how cognition is being
reshaped in real time and what such reshaping
entails for selfhood, autonomy, and responsibility
(19). Although philosophical and computational
literatures have explored aspects of human—Al
convergence, comprehensive frameworks that
couple neurophysiological mechanisms with
normative analysis are scarce. This study seeks
to fill that gap by proposing a conceptual three-
stage model of cognitive hybridization that
illuminates both neurocognitive mechanisms and
attendant ethical concerns, thereby informing
the design of safer neurotechnologies and the
development of policy for human—AlI interaction.
Literature Review and Theoretical
Framework

A coherent account of human—Al
convergence must be both conceptually
rigorous and empirically grounded (20). Prior
work typically approaches this convergence
from either philosophical perspectives, such as
posthumanism, or computational frameworks,
such as Al functionalism. To make a substantive
contribution to neuroscience, however, it is
essential to integrate mechanistic explanations of
neuroplasticity, embodiment, and consciousness
with contemporary advances in artificial
intelligence (21).
Extended Mind and Cognitive Extension

Clark and Chalmers’ extended-mind thesis
posits that external artifacts can become
integral components of cognitive processes (15).
Neuroscientific research increasingly provides
empirical support for this thesis. Studies
employing BCls and prosthetic devices report
cortical remapping and altered representational
topographies, which indicate that external tools
can be functionally integrated into neural circuits
(12, 13, 22). Functional magnetic resonance
imaging (MRI) studies further reveal plastic
changes within prefrontal and parietal networks
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associated with prolonged engagement with
cognitive aids, implying that externally mediated
information processing can modulate intrinsic
neural dynamics (23, 24). Taken together, these
findings demonstrate that cognitive extension
is not merely a philosophical abstraction but is
amenable to neurobiological quantification and
experimental investigation (25).

Shared Agency and Hybrid Cognition

A central feature of human—AlI convergence is
the emergence of shared agency, a mode of control
distributed across biological and computational
components. Rather than treating neuroprosthetics
as mere replications of preexisting agency, recent
work emphasizes interactive reinforcement-
learning architectures that instantiate closed-loop
dynamics between motor cortical activity and
adaptive Al agents (16, 26). For example, BCls
that decode motor intentions engage cortico-basal
ganglia circuits in ways that couple biological
intention with algorithmic prediction, thereby
producing a co-constructed form of agency rather
than a simple substitutional one (10, 27). This
neurobiological grounding suggests that agency
in hybrid systems is emergent and relational,
contingent upon reciprocal adjustments between
organism and machine (28).

Three-Stage Model of Cognitive Hybridization

Building on these conceptual and empirical
foundations, we situate transformations
of cognitive identity within a three-stage
framework: Simulation, Integration, and Co-
Evolution. Figure 1 schematizes this model and
depicts how each phase progressively builds
upon the previous one, thereby highlighting the
evolving degrees of integration between human
cognition and artificial systems.

* To avoid redundancy, this model is presented
in full here and subsequently referenced in
the discussion section to prevent repeated
reintroductions.

* Simulation: Artificial systems mimic
discrete cognitive functions such as language,
memory, or decision-making. While large
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language models (LLMs) can generate human-
like linguistic output, their operations do not
involve hippocampal-dependent encoding
or prefrontal executive integration, which
highlights functional simulation rather than
biological replication (8, 29, 30).

* Integration: Human neural networks and
artificial systems interact via BCls, adaptive
neuroprosthetics, and multimodal Al, forming
hybrid architectures. Neurophysiological
evidence demonstrates bidirectional feedback
loops linking cortical activity with machine
output, thereby establishing the mechanistic
plausibility of cognitive integration (9, 10, 31).

* Co-Evolution: With sustained interaction,
both biological and artificial systems adapt to
one another. Reinforcement learning dynamics
in the basal ganglia and synaptic plasticity
in cortical circuits provide neurobiological
support for adaptive recalibration in response
to Al-mediated feedback (29, 32, 33). This stage
embodies a form of distributed identity in which
cognition functions as a fluid interplay across
multiple substrates (34).
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Figure 1. A conceptual model of cognitive identity
transformation across three phases. Each phase
builds upon the previous one, indicating an evolving
integration between human and artificial cognition.
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Ethical and Philosophical Dimensions

From a neuroethical perspective, the
hybridization of cognition raises profound
questions regarding responsibility, autonomy,
and identity. Recent frameworks emphasize
relational agency, cognitive justice, and privacy
as guiding principles for evaluating hybrid
cognition (3, 4, 11). While philosophical models
such as posthumanism argue for a conceptual
separation of identity from embodiment,
empirical findings indicate that embodiment
and neurophysiology remain essential for
understanding the lived experience of hybrid
cognition (35, 36).

Materials & Methods

This narrative review integrates
interdisciplinary evidence on the convergence of
human cognition and artificial intelligence (AI).
Literature was searched across PubMed, Scopus,
Web of Science, and Google Scholar (January
2000 to September 2025) using keywords
such as “cognitive identity OR selthood AND
artificial intelligence,” “extended mind AND
neuroscience,” “brain—computer interface OR
BCI AND plasticity,” “hybrid cognition OR
shared agency AND neurophysiology,” and
“neuroethics AND Al The time frame (2000—
2025) was selected to capture major developments
in brain—computer interfaces, large language
models, and neuroethics. Additional sources were
identified through backward citation searches of
key articles published in 20242025 (37).

Inclusion criteria encompassed peer-reviewed
journal articles, academic books, and consensus
reports(e.g., Nature, Trendsin Cognitive Sciences)
focusing on cognitive neuroscience, philosophy
of mind, Al, psychology, or neuroethics. Studies
were selected based on their methodological
rigor, relevance to cognitive neuroscience
and Al, and publication in high-impact peer-
reviewed journals. Sources were excluded if they
were non-peer-reviewed, engineering-focused
without cognitive implications, or published in
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languages other than English.

From approximately 1,200 initial publications,
duplicates were removed, and 182 sources were
reviewed, with 88 (76 peer-reviewed articles and
12 scholarly books) included. By emphasizing
neurophysiological evidence from invasive
BCI trials, fMRI-based plasticity research,
and neuroethical analyses, the methodology
ensures a balanced approach that maintains rigor
while allowing flexibility, thereby providing a
reproducible framework for interdisciplinary
inquiry (38).

Results

This  narrative  review  synthesizes
interdisciplinary findings to propose a conceptual
three-stage model of cognitive hybridization
consisting of Simulation, Integration, and Co-
Evolution, which elucidates the convergence of
human cognition and artificial intelligence (AI).
This conceptual framework, illustrated in Figure
1, outlines the dynamic interactions between
neurocognitive processes and Al systems.

In the Simulation stage, Al systems mimic
human cognitive functions without biological
substrates. For example, large language models
(LLMs) such as GPT-4 generate human-like
text responses, thereby simulating linguistic
comprehension despite the absence of neural
mechanisms like hippocampal memory
consolidation. Neurophysiologically, simulation
reproduces cognitive outputs such as language
processing without engaging biological neural
processes, whereas replication aims to recreate
specific neural dynamics, including cortical
firing patterns or synaptic plasticity (7, 8).

The Integration stage involves reciprocal
interactions between human brains and Al
systems. For instance, BCIs enable paralyzed
individuals to control robotic limbs through
cortical signals, illustrating shared agency that
arises from coordinated neural and artificial
operations (9, 10).

The Co-Evolution stage reflects mutual
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adaptation over time. An example is the use of
neurofeedback systems in cognitive training, in
which Al adapts to neural patterns to enhance
learning, thereby modifying brain plasticity
in both developing and aging populations
(12, 19). Collectively, these stages illuminate
the neurocognitive and ethical dimensions
of human—Al convergence, with significant
implications for autonomy, cognitive justice,
and neural data privacy.

Discussion

The three-stage framework of Simulation,
Integration, and Co-Evolution offers a structured
account of how human cognition and artificial
intelligence (AI) converge. This section situates the
framework within the literatures of neuroscience,
psychology, and neuroethics and thereby
secures both conceptual clarity and mechanistic
plausibility. By integrating empirical findings
with theoretical insights, the model illuminates
the dynamic interplay between biological and
artificial systems and the ethical questions that
arise from such hybridization (20, 39).
Neurophysiological Mechanisms of Hybrid
Cognition

Neuroplasticity —constitutes a central
mechanism for understanding hybrid cognition.
Studies of invasive BCIs demonstrate that
prolonged device use induces cortical remapping,
synaptic plasticity, and large-scale functional
reorganization (12-14). Hippocampal-dependent
learning and synaptic long-term potentiation
(LTP) remain indispensable for memory
formation, processes that are absent from current
Al architectures; this distinction underscores the
difference between functional simulation and
biological replication (1). Likewise, reinforcement
learning signals within the basal ganglia
guide adaptation during neuroprosthetic use,
thereby identifying a plausible neural substrate
for human—machine co-evolution (32, 40).
Collectively, these findings indicate that
although Al systems can reproduce behavioral

Fasa University of
Medical Sciences

Cognitive Identity and Artificial Intelligence
or output patterns, they do not replicate core
neurophysiological processes such as synaptic
plasticity or neuromodulatory dynamics (24).
Affective Regulation and Cognitive Extension

Hybrid cognition extends beyond motor
control and mnemonic systems to encompass
affective regulation. Sustained interaction with
intelligent systems can alter limbic—prefrontal
circuitry that underpins emotional regulation,
reward processing, and decision making (6).
For example, emotionally responsive social
robots engage amygdala and ventromedial
prefrontal pathways, a phenomenon that
prompts substantive concerns about attachment,
dependency, and long-term psychological
consequences (35, 41). These observations
reinforce the necessity of grounding affective-
dimension claims in neuroscientific evidence
when discussing extended or hybrid forms of
cognition (21).

Developmental and Aging Brains

The effects of hybrid cognition vary across the
lifespan and thus warrant careful, stage-sensitive
investigation. In developing brains, high synaptic
plasticity may facilitate rapid accommodation to
cognitive extensions but also raises concerns
about dependency and potential perturbations to
developmental trajectories (22, 42). Conversely,
in aging brains, reduced neuroplasticity and
heightened susceptibility to neurodegeneration
(for example, Alzheimer’s disease) may limit
adaptability and exacerbate disparities in access
to and benefit from neurotechnologies (7, 43).
Rigorous, longitudinal studies that combine
fMRI with BCI interventions in pediatric and
older adult cohorts will be critical for delineating
these differential effects across the lifespan (44).
Neuroethical Considerations

Although previous sections have highlighted
neuroethical concerns, a more structured
framework is warranted. Following Yuste et
al. and Ienca and Andorno, we emphasize four
central principles (3, 4):

1. Cognitive Liberty: Safeguarding
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individuals’ right to control their own mental
processes (45).

2. Mental Privacy: Protecting neural data
from unauthorized access (46).

3. Psychological Continuity: Preserving the
integrity of selfhood amid cognitive extensions
7).

4. Fair Access: Mitigating cognitive
inequalities arising from uneven distribution of
neurotechnologies (11).

By anchoring ethical reflection in
neurophysiology—for instance, linking mental
privacy to neural data streams and autonomy
to decision-making circuitry—these principles
move beyond abstract moral theorizing and
furnish actionable guidance for evaluating
hybrid cognition (36, 48).

Limitations and Future Directions

This narrative review has several limitations.
Its non-systematic methodology may introduce
selection bias because studies were chosen
for relevance and availability rather than
through a pre-registered protocol. In addition,
the proposed three-stage model of cognitive
hybridization remains theoretical and lacks
direct empirical validation owing to the emergent
nature of human Al convergence research.
The interdisciplinary scope of the topic also
creates challenges in reconciling methods and
findings across neuroscience, Al, and ethics.
Future research should prioritize empirical
testing of the model through neuroscientific
experiments—such as BCI protocols that
quantify shared agency and the cortical control
of motor effectors—or through computational
simulations of hybrid cognitive architectures
(49). Moreover, longitudinal investigations are
necessary to assess co-evolutionary impacts
on brain plasticity and cognitive development,
particularly among older adults for whom
cerebral aging processes critically influence
outcomes (50). Finally, the development of
robust ethical frameworks addressing neural
data privacy and cognitive justice will be
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indispensable for steering responsible human
Al integration (19, 20).

Conclusion

This review advances a three-stage model—
Simulation, Integration, and Co-Evolution—to
conceptualize transformations in cognitive
identity at the intersection of neuroscience
and artificial intelligence. In contrast to
earlier accounts that emphasize abstract
philosophy, our framework explicitly integrates
neurophysiological mechanisms (for example,
synaptic plasticity, cortical remapping, and
reinforcement learning circuits) and foregrounds
their ethical implications (2, 18).

Key contributions include:

* Clarifying that Al systems simulate
cognitive functions but lack neurobiological
substrates (8).

* Emphasizing shared agency as co-
constructed through cortico-basal ganglia and
sensorimotor loops (6, 16).

* OQutlining developmental and aging
perspectives to address lifespan variability in
adaptability (42, 43).

* Providing a structured neuroethical framework
grounded in cognitive neuroscience (3, 4).

Future work should integrate invasive
and noninvasive neuroimaging, longitudinal
developmental cohorts, and normative analyses to
evaluate how hybrid cognition reshapes identity
across varied contexts (26, 37). As societies
enter what some have termed the Fourth Wave,
conceptualizing identity as distributed, adaptive,
and ethically governed will be essential for aligning
scientific rigor with social responsibility (8, 11,
34). To this end, researchers and policymakers
ought to collaborate to produce standardized
ethical guidelines that ensure safe and equitable
human Al cognitive integration (4, 19).
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